J. GERBRANDY

THE SURPRISE EXAMINATION IN DYNAMIC EPISTEMIC
LOGIC

ABSTRACT. We examine the paradox of the surprise examination using dynamic
epistemic logic. This logic contains means of expressing epistemic facts as well as
the effects of learning new facts, and is therefore a natural framework for repre-
senting the puzzle. We discuss a number of different interpretations of the puzzle
in this context, and show how the failure of principle of success, that states that
sentences, when learned, remain to be true and come to be believed, plays a cen-
tral role in understanding the puzzle.

1. THE PUZZLE

The large number of papers on the puzzle of the surprise exam is
perhaps more due to the ambiguity of its formulation rather than
its inherent difficulty. There is a lot that is imprecise in puzzle, and
it has been used as an occasion for discussing topics in a wide
range of fields, ranging from the problem of adding a knowledge
predicate to a language with a certain expressive power (Montague
and Kaplan 1960) to observations about specific types of probabilis-
tic games (Sober 1998). Chow (1998) and Sorensen (1988) provide
organized and relatively non-partisan overviews of representative
selections from the literature.
The scenario is the following:

In the kind of school where you get exactly one exam every week, a teacher
announces to his class: “This week, the exam will be a surprise.” It is commonly
understood that an exam comes as a surprise if you do not know, the evening
before, that it is given the next day.

A smart student, called Marilyn, reasons as follows.

“Suppose the exam is given on Friday. In that case, come Thursday evening, I
will not have gotten an exam yet, and I will know that it must be on Friday,
which means that it would not be a surprise. So, it is not on Friday. Suppose
that it is on Thursday. Then, on Wednesday evening I will know that it must be
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on Friday or on Thursday. I know it is not on Friday, so it must be on Thurs-
day: again, it would not be a surprise. So Thursday is out as well. I can repeat
this argument excluding all the other days of the week. So I will not get a sur-
prise exam; in fact, I will not get an exam at all!”

The teacher gives the exam on Wednesday, surprising all students in the class.
So, the teacher was right after all. What went wrong with Marilyn’s reasoning?

In this paper, we will look at the puzzle in the context of dynamic
epistemic logic. The point is not so much to present the solution to
the puzzle; but rather to show how the some of the reasoning in it
can be laid out in a precise formal logic, thereby explaining some of
the aspects that might be confusing otherwise.

To be more specific: we first recast a classical analysis of the puz-
zle (worked out in detail by Sorensen (1988)) in a dynamic epistemic
setting, and show how the assumption that sentences are successful,
in the sense that they come to be believed after being learned, allows
us to formally derive that Marilyn’s knowledge is inconsistent from
a fairly straightforward transcription of the teacher’s announcement.
We then show that the sentence in question is not successful in
dynamic epistemic semantics, and how this blocks the reasoning of
Marilyn at an early stage; basically, this is a simplified version of
the analysis of Gerbrandy (1988), which is also presented in Van
Ditmarsch and Kooi (2006). Because it may seem that by cutting
Marilyn’s argument short at such an early stage means that we have
interpreted the teacher’s statement by a sentence that is too weak,
we discuss a number of ways that the statement can be strength-
ened: one contingent, one that is false, and one that is paradoxical.

2. DYNAMIC EPISTEMIC LOGIC

The language of Dynamic Epistemic Logic given by the following
definition:

o,V :=ploAy|—e|Kellply,

where p is an element of a given set of propositional variables P. A
sentence of the form K¢ stands for the fact that our agent believes
that ¢.! The dynamic character of the language is obtained from the
operators [¢]: a sentence of the form [¢]y is to express that after
our agent learns that ¢, V is true.

A possible world s is a function that assigns to each proposi-
tional variable a truth-value (either 0 or 1). An information state is
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a subset of possible worlds. A Kripke model is a pair o, s, where s
is a world and o is an information state. The idea is that s repre-
sents the state of affairs as it actually obtains, while o represents the
information of an agent as the set of possible worlds that are com-
patible with that information.?

The standard logical operators get their usual interpretation from
epistemic logic:

o,sEp iff s(p)=1, ie. if p is true in s,
o,sE—-p iff 0,50,
o,sE=eAYy iff 0,5 =¢ and o, s =,
o,s=K¢ iff for all t €o it holds that o, = ¢.

The last clause says that a sentence ¢ is known to be true just in
case it is true in all possible worlds in the information state o.

The idea behind modeling the effect of getting new information
is simple: we say that learning a sentence ¢ in an information state
o results in a new information state that contains exactly those pos-
sible worlds from o where ¢ is true. Writing o[[¢] for the resulting
state, we define:

ole]l={scolo sk}

With this function, we define that a sentence of the form [¢]y is true
just in case v is true in the model that results after learning ¢:

o.sE=lply iff ofe].sE=v.

If ¢ contains no epistemic operators, o[¢] is simply the intersection
of o with the set of worlds where ¢ is true. This way of modeling
information change as the intersection of an information state with
a proposition (both taken to be sets of possible worlds) goes back to
at least Stalnaker (1978) and Heim (1982). Adding epistemic oper-
ators complicates the picture somewhat, but the idea remains basi-
cally the same.

There is a sound and complete axiomatization for this semantics,
that contains the axioms and rules of K45 epistemic logic (or of S5
if we postulate that s €o for each model o, s) together with the fol-
lowing axiom schemes governing the behavior of the operators [¢]:
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L. [plp<p

2. =[ply < [p]—¢

3. [e]l(¥ A x) < (lelv Alelx)
4. [p]KY < K (9o — [o]¥).

The definitions of the semantics given here can be seen as a suc-
cinct version of what has by now become a standard definition of
public announcement in multi-agent systems, in its different incar-
nations of Emde Boas et al. (1984), Landman (1986), Plaza (1989),
Gerbrandy and Groeneveld (1997), Baltag and Moss (2004) or, from
another angle, the definitions of Veltman (1996). Completeness of a
similar logic was first proved by Plaza (1989).

Many of the articles quoted above revolve around a notion of
getting information that is guaranteed to be true. This is also the
case for Ditmarsch and Kooi (200x), who give an analysis of the
puzzle similar to the one we give in Section 4. We think that assum-
ing all information, whether existing or new, is true, is too strong an
assumption in the present context. One of the points of the puzzle
is that Marilyn draws a conclusion that is false, and the assumption
that information is always true excludes this a priori.

3. BLINDSPOT

To simplify somewhat, let us suppose that the teacher makes his
announcement on Tuesday. This leaves only three possible candi-
dates for giving an exam: Wednesday, Thursday and Friday. Let the
propositional variables we, th and fr stand, respectively, for the fact
that exam is given on Wednesday, Thursday and Friday. For exam-
ple, the proposition that Marilyn, after having observed that she did
not get an exam on Wednesday, does not know if it is given on
Thursday can be represented by the sentence [~we]—Kth.

It seems now straightforward to transcribe the proposition that
there will be a surprise exam.

(1) weA—-Kwe
vth A[—we]—Kth
Vv fr A[—we][—th]=Kfr
VKL

If the exam is on Friday, Marilyn does not know this after hav-
ing learned that it is not on Wednesday and not on Thursday; if
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the exam is on Thursday, Marilyn does not know this after having
learned that it is not on Wednesday; and Marilyn does not know it
is on Wednesday. The last disjunct implies that when Marilyn has
contradictory information the exam will be a surprise as well, which
seems to be implied by the conclusion in the statement of the puzzle
that the exam will be a surprise ‘after all.’

Let us abbreviate this sentence as S. This sentence is a prediction
about what Marilyn will know, solely on the basis of days passing
by without an exam.

There is nothing inherently contradictory about this sentence,
and we will see below that if the teacher plans to give his exam on
Thursday, say, then this sentence is, indeed, true.

So how does Marilyn reach her false conclusion? The principle of
success (Alchourron et al. 1985) states that if you learn something,
you come to believe it is true:

2 [¢lKe.

The property of success has long been considered uncontroversial for
a certain notion of updating or learning. Most of the postulates for
information change of Alchourrén et al. (1985) have been criticized at
some point, but the postulate of success has rarely been challenged.
Indeed, it seems evident to the point of triviality: what else could
learning something mean if not coming to believe it is true?

With the assumption that success is valid we can reconstruct the
entire informal argument in the puzzle as a formal proof in dynamic
epistemic logic. We can prove that if the principle of success applies
to S, then learning S provides Marilyn with inconsistent informa-
tion; and if her information is inconsistent, then S is true.

(3) [SIKSH[S]KL and [S]K.LF[S]S.

To see this, observe first that the axioms of dynamic epistemic
logic guarantee that any sentence is equivalent to one without any
dynamic operators. In particular, the sentence S is equivalent to:

4) (we A—=Kwe) V (th A =K (—we — th)
v(frA=K(—weA—=th)y—>fr)) vK_L.

This means that S, in this reading, is equivalent to a sentence that
only says something about what Marilyn knows at the initial sit-
uation. This equivalence fits nicely with observation of Sorensen
(1988) that the temporal aspect of the situation does not seem to
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be essential to the puzzle, as is illustrated by the variation known
as the ‘paradox of the designated student.’

It is now not very difficult to prove that believing that sentence
(4) is true implies, in the logic K45 of belief, having inconsistent
beliefs, by excluding all days of the week as possible days of the
exam. Proofs to this effect can be found in Binkley (1969), Sorensen
(1988) or Chow (1998), who all rewrite the teacher’s announcement
into a statement of epistemic logic similar to that of sentence (4).

The basic point here is extensively discussed in Sorensen (1988):
the teacher is taken to express a blindspot for Marilyn in the logic
K45. The sentence S may be true, but it can never be consistently
be believed by Marilyn.

4. TRUE BUT NOT SUCCESSFUL

There is something unsatisfactory about limiting the diagnosis to
the observation that the announcement is a blindspot. Even if
expressing a blindspot is a somewhat perverse way of packaging the
information you want to convey, such a sentence can express infor-
mation, and the hearer should be able to understand this and incor-
porate the new information into the information she already has.

Dynamic semantics explains how this is possible. To see how this
works out for the sentence S, consider a model in which swe, St
and s are possible worlds in which the exam is on Wednesday,
Thursday, and Friday. At the outset Marilyn does not know which
of these three worlds represents the actual situation. Her informa-
tion state at this point can be represented by the set {swe, Sth, Str};
call this information state oinjt.

If the exam is given on Friday, it would not be a surprise, and
indeed, oinit, sir =—S. In the other two situations, S is true. So the
teacher can only truthfully say that the exam will be a surprise if he
plans to give it on Wednesday or on Thursday.

When Marilyn learns that S is true, she eliminates the world in
which S is false from her information state. The state that results is
{swe, Sth}. Now, if the exam is actually on Thursday, it is not a sur-
prise anymore: {swe, sth}, sth =—S. However, if the exam is given on
Wednesday, it will remain to be a surprise. In either case, the sen-
tence is not successful: Marilyn does not know whether the exam
will be a surprise or not, even if she just learned that it would be.
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If S correctly paraphrases the teacher’s announcement, then
Marilyn’s reasoning is cut short after having excluded the last day
as the day of the exam. She continues her argument by reasoning
that the exam cannot be on Thursday either, because that would
contradict the claim of the teacher that the exam comes as a sur-
prise. To be sure, she is correct in concluding that, now, after the
announcement, it will not be a surprise if the exam is on Thursday,
and she is correct in that the teacher said that it would be, but she
is not correct in seeing a contradiction between these two claims. If
the exam is on Thursday, then S is true before the teacher makes
his announcement, but it becomes false after she learns of its truth.
This may be confusing, but it is not paradoxical.

We have a formal representation in dynamic epistemic semantics
of the statement that the exam will be a surprise, for which it can
be shown that the teacher expressed an ‘obvious’ truth and Marilyn
can consistently learn the proposition expressed by the teacher. The
analysis explains how the announcement exhibits unusual behavior
only when made to the class, but is unremarkable when made to
someone else (without the class hearing it). And we have an expla-
nation of why the puzzle is puzzling: it is because it makes implicit
use of the principle of success, a plausible principle that happens to
fail in specific cases. It is a solution that satisfies the conditions for
a good solution that were proposed by Wright and Sudbury (1977),
but does without introducing any principles of reasoning that are
introduced ad hoc only to interpret the paradox.

However, it may be objected that we missed an essential point in
the puzzle. By representing the statement that the exam will be a
surprise by the formula S, it became a prediction of what Marilyn
can know solely on the basis of examless days passing by. But this
seems to be too weak.

5. SENTENCES THAT STATE THEIR OWN SUCCESS

The teacher seems to be expressing something stronger than S:
he predicts that the exam will be a surprise anyway, update and
ratiocination included. This is the reason is why the proof seems
convincing that the teacher’s announcement is true because of the
conclusions that Marilyn draws from it.

If the teacher makes a more general prediction, what could he
have meant?
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(5) “The exam will be a surprise, also after learning this”

Of course, if announcements were always successful, adding “also
after learning this” would be superfluous. But as the previous anal-
ysis as shown, the statement that the sentence is a surprise is not
always successful, so the addition may add non-trivial information.

There are a number of more or less natural interpretations of
this statement, of which we will discuss three representative ones.
The point here is not to argue that either reading is the right one,
but rather to draw attention ways in which certain readings of the
teacher’s announcement can be represented in dynamic epistemic
semantics.’

Before we start, however, observe that there is no proposition
in dynamic epistemic semantics that will allow us to capture the
whole informal argument. For suppose § expresses such a propo-
sition. Marilyn concludes that her information is inconsistent after
learning §; i.e., [6]K L is true. This implies that K—§: Marilyn knew
already, before the announcement, that § was false. That leaves two
possibilities: either § was false, or her information was mistaken
already before the teacher said anything. Since there is nothing in
the puzzle that points to the latter, the former must have been the
case. In short, if Marilyn’s argument is valid in dynamic epistemic
semantics, then teacher, whatever he meant precisely, must have been
lying.

That said, let us look at some ways that sentence (5) could be
interpreted.

One reading is to have ‘this’ refer simply to the statement that
the exam is a surprise:

6) SA[S]S.

This sentence expresses a straightforward proposition in dynamic
epistemic semantics. In short: in the context in which Marilyn has
not ruled out any days yet, the first conjunct provides Marilyn with
the information that the exam is not on Friday, just as before. The
second conjunct says that after the students learned that the exam is
not on Friday, it will remain a surprise, which means that it will not
be on Thursday either. So, the sentence (6) gives Marilyn exactly the
information to exclude the last two days of the week.

Another reading of the teacher’s announcement is to take the
word ‘this’ to refer to the announcement itself. He would be express-
ing a sentence § for which the following equation is valid:
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(7) 8§+ SA[S]S.

A sentence & that satisfies this equivalence is interesting, because it
allows us to mimic much of the reasoning in the puzzle in dynamic
epistemic semantics. It is not difficult to show by an induction on
days of the week, just like in the informal argument, that if Marilyn
learns §, then her information state becomes inconsistent: [§]K L can
be derived from (7) in dynamic epistemic logic. Moreover, the very
fact that Marilyn’s information is inconsistent allows us to conclude
that the exam will be a surprise after the announcement: [§]S fol-
lows from [§]K L.

However, there is no sentence § in dynamic epistemic logic that
satisfies the equivalence of (7). Such a sentence would be ‘contin-
gently paradoxical:’ in certain situations, it is both true and false.*
To see this, take the case where the teacher plans to give the exam
on Wednesday. Since oinit, swe =S and oinit, swe E=[8]S, it holds that
Oinit» Swe =3. But at the same time, since oinit, Swe =[6]K L and sye €
Oinit, it must hold that oinjt, swe =—6. Which is a contradiction.

One last reading that may be interesting is a sentence that states,
as it were, its own success.

8) < SA[S.

Any sentence & that satisfies this equation must be a contradiction
— the sentence can never be true. The falsity of any such § can be
proved by a very similar argument as the previous one; to see that
it need not be paradoxical, it suffices to substitute L for § in the
equation to obtain a valid statement.

6. CONCLUSIONS

We have examined the surprise exam paradox from the viewpoint
of dynamic epistemic logic. Central in this analysis is the notion
of success, or rather its failure: we argued that one possible way of
explaining the reasoning in the puzzle is to assume that the teacher’s
announcement is successful, but that this assumption is not war-
ranted in dynamic epistemic semantics.

Success can fail in many subtly different ways. Ditmarsch and
Kooi (200x) introduce a useful distinction between three notions of
success of formulas: those that when true, do not alter their truth
value when learning them (sentences for which ¢ — [¢]p is valid),
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those that are believed after learned ([p]K¢ is valid), and, in the
case where there are more agents involved, those that, when learned,
become common knowledge. Whether a sentence is successful in any
of these three senses clearly depends on the logic in which the defi-
nitions are framed: different logics of information (e.g., K45 or S5)
will define different classes of successful sentences.’

These three classes of non-successful sentences can be divided
into subclasses. Concentrating on the second notion of success, we
find that some sentences, like Moore’s paradox p A—Kp, are ‘anti-
successful’ in the sense that learning always leads to believing its
negation ([¢]K —¢ is valid); some are successful only when inconsis-
tent with previous information (such as the sentence S, for which
[¢]K ¢ is true only when [¢]K 1), some are contingently successful
([¢]K ¢ is not valid, but neither is its contrary). Many sentences are
guaranteed to stabilize after a certain number of updates: if you
repeat the sentence often enough, it will come to be believed or dis-
believed, but there are, in the multi-agent case, also sentences that
can be repeated infinitely often without coming to be believed.

This landscape of unsuccessful sentences has not been studied in
any detail yet. One question that immediately arises is whether there
exists a characterization of non-successful sentences that is stated
in more direct terms than validity. Another point of interest is the
precise relation between sentences that are blindspots and sentences
that are not successful: clearly, the former is a subclass of the latter,
but it seems that the relation must be deeper.

Even if blatant occurrences of unsuccessful sentences are rare in
daily life, assertions of lack of knowledge of the hearer do appear,
more or less hidden, in a range of puzzles, and it has been shown
in several places that an analysis using dynamic epistemic seman-
tics can give an independently motivated account of the reasoning
involved in them.

One type of puzzle that has been analyzed using dynamic episte-
mic semantics involves a repetition of what seems to be the same
piece of information. Examples are the puzzle of the muddy chil-
dren (alternatively known as the wise men, the cheating husbands,
etc) which are analyzed in Plaza (1989), Gerbrandy (1998) and in
Ditmarsch and Kooi (200x), the Conway Paradox (van Emde Boas
et al. 1984), and a puzzle known as ‘Mr. Sum and Mr. Product’
(Plaza 1989). Each of these puzzles can be analyzed as involving
the repeated announcement with an unsuccessful sentence ¢ a num-
ber of times. The failure of success is crucial in explaining that such
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a sentence can also carry new information when it is announced a
second or a third time.

A second type of puzzle revolves around the announcement of
a true sentence ¢ in which it is stated that the hearer lacks infor-
mation of a certain kind, together with an inductive argument in
which the hearer reaches a false or contradictory conclusion. A typ-
ical example is, of course, the paradox of the surprise exam under
scrutiny here (Sorensen 1988; Gerbrandy 1998; Van Ditmarsch and
Kooi 2006). An analysis in terms of dynamic epistemic logic such
as the one given here explains how the inductive argument revolves
around the assumption that sentences are successful, and that the
content of the announcement may not be.

Finally, dynamic semantics adds an extra dimension to truth-
value based semantics, which provides us with some leeway in ana-
lyzing problems such as Moore’s paradox (cf. Gillies 2001) and the
Fitch Paradox (van Benthem 1997). The dynamic epistemic analy-
sis has also been used by Veltman (1996) to model certain forms
of non-monotonic reasoning, in which, typically, sentences that are
first believed to be true can become false after adding more infor-
mation.

To conclude, the strength of the analysis of such situations using
dynamic epistemic semantics is that the sometimes complex behav-
ior of learning certain sentences can be explained using a simple
and straightforward model of learning. The subtle distinctions that
one can make in dynamic epistemic semantics between the effect of
learning different types of sentences throws light on a number of sit-
uations that are baffling otherwise.
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NOTES

! We will use the phrases like ‘knowing,” ‘believing’ and ‘having the information
that’ interchangeably. We do not think that the distinction between these concepts
is directly relevant in the present context.

2 More traditionally, a Kripke model is a tuple (W,—, V) that consists of a set
of worlds, an accessibility relation over these worlds, and a valuation function.
We get a Kripke model from a pair o,s by setting W =0 U{s}, setting s'— s” iff
s"eo, and V(s)(p)=s(p).

3 This approach is similar in style to that of Halpern and Moses (1986).

4 Baltag (2003) (who discusses the puzzle as well) defines a language for dynamic
epistemic logic that allows for a certain limited form of self-reference, and makes
a similar observation.

5 Ditmarsch and Kooi (200x) show that the three notions of success are equiva-
lent in S5. They are distinct in K45.
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